**Information Retrieval Programming project -4 Report**

**Introduction:**

    The main aim of this project phase 4 is to create a command line retrieval engine on the top of the inverted index that was developed in project 3. The retrieval engine retrieves the words given as query in the command line by matching the words in the query with the words in the inverted index. The project was developed using python as programming language. Linux is used as operating system. The following is the way to execute the code,

**$python3 retrieve.py files wts files <”Query term weights with query word”>**

**retrieve.py – the python code**

**files – input directory**

**Query- query given for search**

**Input :**

The inputs for the project are the 503 input html files which has to go some preprocessing to extract only the content leaving the html tags from those 503 files.  The content of the input files are tokenized and given as input in order to calculate the term weight and to create the index for the terms. The input files are from 001 to 503 html files with .html extension. In project four , the input also involves the query for which the same term weights are calculated.

**Output:**

Output for this project phase 4 is the name of the files that contain the given query words. Output is displayed in the command line interface as list of files for the given word.

**Implementation work:**

The input files containing the html files are used to extract only the content of those pages by importing and utilizing the html2text python module. This extracted content is tokenized using nltk tokenizer available in python. I have removed the list of stop words from the tokens by iterating it through the list of stop words in a separate file stoplist.txt. This improves the quality of tokens in the documents . The stop words removed tokens in the documents are stored in a nested dictionary containing files names as keys , values are tokens and frequency. This dictionary is  iterated and the length , average length and total length of the documents are calculated. I have implemented two separate classes one for tokenizing the documents and one for calculating the term so that the program is modularized in a better way. I have also created a separate class for index that have a nested dictionary to store the term, document id and the first location of the word in the document The program is design using object oriented principles. I have created the index using python nested dictionary that has keys term , doc id and value as the first location of term in the document.

Since the phase 4 requires a retrieval engine , I implemented the command retrieval engine using a python library called docopt . The given query word goes through all the preprocessing as the files went through in previous phases of the programming project . The term weights are calculated for the query and are stored in a dictionary as query terms and its weights.

**Term weights formula:**

The term weight is calculated by the taking a product of term frequency and inverse document frequency.

Term frequency = Frequency of a term in a document /  total frequency of the words in all the documents
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The above is the formula for the calculating the term frequency in the documents where

ni,j-number of terms i in a document of j

⅀kni,j -  Total frequency of words in all documents

tf i,j- Term frequency

**Inverse Document Frequency :**

Inverse Document Frequency is the logarithmic division of n documents in the whole collection by the ni which is the number of documents in which the term occurs . Idf is computed for the entire corpus whereas tf is computed on a document by document basis.
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The Term weighting product is calculated by taking the product of term frequency and the idf. The formula is shown below .

![Image result for term frequency formula](data:image/png;base64,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)

**Indexing:**

The index is built using the nested dictionary in python. For each term, the id of document which it appears in as well as normalized weight of the term is stored. A counter variable was used to record the last line number written in file. The document frequency for a term was obtained from the inverse document dictionary (inverse\_doc\_freq[term] returns number of documents that contain that term) built in phase two. After going through all the tokens, the list of tuples was sorted according in alphabetical order of terms and the result was written to the dictionary.

**Similarity scores:**

The similarity scores for the query is obtained by taking the dot product of the query vector and the row corresponding to the document in the term document matrix. Since ,the term document matrix was implemented using nested dictionary , the document in which the term appears can be obtained by retrieving the values from the keys in the dictionary. The score is calculated by taking the dot product between the query term weight and the term weights in the term document matrix and summing up the similarity score of the query with each and every related documents retrieved .The summed value is stored in another dictionary with doc id as keys.

**Algorithm complexity and result:**

The outer loop is iterated for every query term while the inner loop is for every document present in the term document matrix. The complexity is calculated by taking the product of number of query term times the number of documents that contains the query terms.

**Result:**

After the calculation of the similarity scores , the scores that are non zero are stored in list containing the document id and the score and are sorted in descending order based on the scores and this sorted list is displayed as output.

**Output:**

Below is the output I acquired for the following query words,

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 diet"**

[('353', 15098.38464691065), ('152', 8195.900062784407), ('050', 3397.8835676960357), ('252', 2297.9823960758367), ('009', 2091.6619951897706), ('263', 2061.7811095442025), ('018', 149.40442822784075)]

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 international 1.0 affairs"**

[('433', 37521.080436799835), ('434', 30815.204195588114), ('435', 29576.349702589807), ('437', 24195.586730599567), ('436', 21878.49753481162), ('348', 14684.284431201278), ('340', 14397.649307684449), ('345', 14387.765337908007), ('351', 12766.980273225578), ('361', 11986.614092624255)]

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 Zimbabwe"**

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 computer 1.0 network "**

[('435', 64629.869502379195), ('434', 62975.90738878355), ('437', 47393.082970007505), ('433', 43119.35147378963), ('436', 18577.997043209372), ('376', 12845.855884951789), ('355', 12335.65869880152), ('043', 11163.72060784249), ('368', 10865.684627814117), ('282', 7508.991259528444)]

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 identity 1.0 theft "**

[('043', 28023.557240577116), ('360', 16189.627469188612), ('348', 14129.071789734413), ('243', 9196.418501687129), ('303', 9015.723619027298), ('309', 8270.753488763088), ('019', 7256.326077339482), ('308', 6447.9542338612955), ('383', 5298.798181857992), ('272', 4989.714829939862)]

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 hydrotherapy "**

[('273', 2016.640327938001)]

**sophia@sophia-VirtualBox:~/Desktop/Kennedy\_Sophia\_HW3$ python3 retrieve.py wts files "1.0 this 1.0 is 1.0 the 1.0 information 1.0 retrieval"**

[('249', 20091.72560668682), ('027', 18751.996520821765), ('267', 6564.605604459136), ('364', 6347.587464660435), ('376', 5139.918778102687), ('365', 5135.876372457305), ('341', 4926.681880308808), ('349', 4724.056297334056), ('377', 4662.91491194766), ('369', 4654.830100656896)]

I have sorted the term weights in decreasing order.

**Conclusion :**

Thus in project phase 4, a retrieval engines is implemented on the top of the inverted index which was developed in project phase 3.